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ABSTRtACT

The Computer Performance Modeling Tool (CPHT) is a

Squeueing network simulator to be used in support of Computer

*,4 Performance and Evaluation courses like CS4bO0. This thesis
is a continuation of the CENT development project and

consists of adaptive and perfective maintenance work to
modify the existing simulator to add extended modeling
capability and to inrove the simulator performance. 2he

thesis effort also included rewriting the CPHT user's manual

to reflect new featuxes, establishing a change log for the
program and continuing validation of the simulator.
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I. IJTRODVCTOI

The Computer Performance modeling Tool (CPMT) is a

queueing network simulator designed to model computer

systems, and it is written in PASCAL for the VAX-Il/VMNS

environment.

This thesis describes a development and enhancement

effort to improve the performance and modeling capability of

the CPMT simulator.

A. BACKGROUND

1. glerviev o_ the Q2p!te Rerforance Ival.ation

The application of computer performance and

evaluation includes the analysis and enhancement of

performance of existing systems and the prediction of

performance of planned or projected systems. Performance of

existing systems can be evaluated via measurements, using

hardware and/or software monitors, either in a user

environment or under benchmark conditions. However, the

interactions in present day computer systems are so complex

that some form of mcdeling is necessary in order to tune,

predict, and understand computer system performance.

Performance model.ng is also widely used during design and

develcpment of new systems.

Networks of queues and Markov chains are the most

common representations of computer systems. Queueing models

are analyzed by mathematical techniques employing applied

probability theory [Ref. 1].
The increased complexity of many computer systems

models, as a result of inclusion of different resource

".
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scheduling algorithms, makes the design of models difficult

and makes the utilization of mathematical analysis

unreasonable. In such cases it is necessary to use a system

simulation. A system simulation implies the generation of

random inputs and the monitoring of distinct events in the

modeled system. Once a model has been formulated, a

* simulator run tracks the execution of the model as

determined by the cccurrence of events at discrete time

instants. The output of the simulation are random variables.

Therefore statistical analysis must be performed to produce

a meaningful statement about the validity of the simulation

results.

2. Computer eEformance Z_2e2"Aq To2l (CHT)

CPHT program development began as a class project

for the Computer System Performance Evaluation course, CS

4400, taught at the Naval Postgraduate School.

The objectives were the familiarization of students

with simulation program design, and to produce a simulation

program which could be used within the class context to

model computer systems. The class effort produced the

initial Frogram design and two program modules. The CPHT

develoEment task was then the topic for a Master's Thesis by

LT Karen Pagel ERef. 2]. The product of this effort was an

operational, documented and partially tested simulation

program ready to be used as a classroom tool for CS 4400,

and as a basis for further development and enhancement.

This thesis is a continuation of the overall CPHT

development project, and consists of an adaptive and

perfective maintenance effort to modify the existing

simulator to add extended modeling capabilities and to
enhance the simulator performance.

The thesis effort also included rewriting the user's

manual to reflect new features, establishing a change log

12
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for the CPET program and continuing validation of the

simulator.

B. OBJ]ZCT!IRS

The initial CPT program was operational and had been

used as part of a class exercise for CS 4400. However, from

the conclusions listed in the thesis by Lt Pagel [Ref. 2],

some weaknesses were detected ty program designers and users

which justified further program development. From those

critics and analysis of other potential improvements, four

major types of requirements were identified as desirable

areas for enhacement: program efficiency, user

friendliness, modeling capability, and simulaticn run

flexibility.

The objective of this thesis was to perform a

maintenance effort fccused on the areas described above,

taking advantage of the readability and modularity of the

original CPHT program and its complete documentation.

C. TERSIS ORGANIZATIC

Chapter 2, Maintenance Effort, describes the maintenance

process and is concerned with WHAT and WHY maintenance was

performed on the CPM7 program. It discusses limitations of

the original product and presents the additional

requirements and program enhancements to be implemented

through the maintenance effort.

Chapter 3, Change Log, is programming oriented and is

concerned with HOW the CPHT program was changed and which

additional requirements have been implemented, and it

includes a description of the design considerations involved

and the code affected.

The new version of the CPNT user's manual is provided as

Chapter 4 and includes a description and examples of model

13
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design and an explanation of how the program is run.

Testing and validation of the CPHT program are discussed in
Chapter 5. Hypothetical computer systems studies have been

used an test models for validation of the simulator.

The conclusions in Chapter 6 present the current

* limitations and potential enhancements for continuing the
CPHT program development.

14



A. T1 07 BRINTMAKIUR

Program maintenance is the process by vhich operational

programs are corrected, adapted or upgraded. Adaptive

maintenance is performed to modify a program to meet changes

or expansion of specifications. Perfective maintenance is

performed to enhance performance, processing efficiency or

maintainability of operational programs. Most of the

maintenance work produced for the CPRT program focused on

adaptive and perfective maintenance aspects. Nevertheless,

some errors in the original program were discovered and

corrected throughout the maintenance process.

B. MAIZTENICE PROCISS

The maintenance process was developed through the

following phases:

-analysis of reguirements

-review of program design

-translation of new design into code

-testing

-updating of documentation

The work performed during these phases is described in

the following sections.

:. 15
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C. ANALISIS OF RIOQUI ZNUS

The purpose of tke first step of the maintenance process

was to ileatify and analyze the desirable requirements for

the siulation program and to group then according to the
maintenance work involved.

The folloving grcups of requirements have been analyzed:

- Improvement of processing efficiency

- Extension of modeling capabilities

- Improvement of simulation run flexibility

- Enhancement of program user friendliness

1. ~ImpementII 1 ProceaiB.2 Zjicin

Cne important decision in a simulator design is the

computer space and time required to run computer system
models. In the original CPHT design, all job and event
records which describe the problem to be processed by the
simulation are created before starting to process jobs
through the simulated system. After all jobs are processed,
the program traverses the list of job records to calculate

the job statistics. This design decision leads to
inefficient use of memory space. Long simulations are not
possible on the original program due to large memory space
requirements.

In the new version jobs and events are dynamically

created as the simulation is being processed and there is
only a single event record attached to each job at any time.

This record is updated whenever a new event for that job is

required. Gathering of job statistics is performed as jobs

leave the system, avoiding long lists, and allowing jot and

event records to be released when they complete.

16
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*2. Jx2U2 9.L i2411ilagR~i ie

a. Closed Queueing Networks

One of the major advantages of simulation is

generality. The initial version of the CPMT program can

simulate only open queueing network aodels. These moJels

often are al-propriate for communication system modeling and

sometimes for computer systems modeling [Ref. 3 :p. 234].

Open networks are characterized by one source of job

arrivals and one sink that absorbs jobs Jeparting frcm the

network, as shown in fig 2.1.

101

-a
SOUPCE CU'

SINK

Figure 2.1 Open Queueing Network
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4. .

One of the implicit assumptions bihind these
models is that immediately upon its arrival, a job is

scheduled into main memory and is able to compete for

resources CRef. 4 :p.423]. In practice the number of main

memory partitions in a computer system will be limited which

implies the existence of a job scheduler queue. For a large

external rate of arrival of jobs, the probability that there

is at least one job in this job scheduler queue is very

high, and it may be assumed that a job departure immediately

triggers the scheduling of an already waiting job into main

* memory. 7his situaticn is often modeled by a closed queueing

network, which acts as if the departing jobs wrap around to

the input, and immediately re-enter the system. This type of

network is shown in Pig 2.2

Each circulating job is an active job and must

be allocated a specific partition of main memory, and the

total number of active jobs is called the degree of

multiprogramming. Closed queueing network models have been

successfully used to characterize computer systems in a

multiprogramming environment [1.f. 3], and can be simulated

in the new CPHT Simulator.

t. Alternative Queueing Disciplines

A queueing discipline is an algorithm that

determines the order in which the jobs in queue for a
servergroup of a network are served. A weakness of the

initial version of the simulator is that no provision was

made for selection of the queueing discipline to be assigned
to the servers. Jobs are always served in a first come first

served basis. This may not be a good approximation for scme

computer systems in which other queueing disciplines are

implemented in order to improve performance. In the new
version of the simulator the following additional gaeueing
disciplines are available to the user, and can be assigned

independently to any servergroup.

18
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Figure 2.2 Closed Queueing Network

(1) 129-22L UAIt&I (E-S). All jobs
simultaneously receive ejual shaares of the server. This

algorithm is used to model the effect of the round rotin

queueing discipline with small quantum and1 overhead times.

(2) Hok~j~jy2 projty (Nfl). Jots are

served in a priority basis but the curra~nt seivicc is mot

interrupted if a higher priority job arrives at the~

serv Gigroup.

(3) Li.i £I~ v (kQ2). Jcbs are
served in the reverse order of their arrival.

(4) 29mi In liDala 2r1 (2190-) Next job to
to served is chosen probabilistically, with equal

probatilities assigned to all queue,1 jobs.

19



(5) jh2X k. siaiaa flJi XlU.t (sIUZ). Jobs
are served according to the service demand. The smallest

service request is served first.

(6) Weighted jh2KI Prgsn Time Fis

(WSPTF). Jobs are served according to the

demand and priority. The job with the smallest request

priority ratio is served first.

c. Measures of Performance

Performance parameters such as system throughput

and average number of jobs in the system are not produced by

the original simulator.

The system throughput is defined as the number

of jobs processed per unit of time. Analysis of the impact

of CPU service disciplines, level of programming or number

of processors on the system throughput are likely to be

performed in the development and design of computer systems.

The mean number of jobs in a queueing system is

expressed analytically in terms of probabilities and random

variables as described in LAVEIBERG (Ref. 1]. For queueing

models the mean number of jobs in the system is analytically

described by equation 2.1

E[n]= I/sJfn.] du (eqn 2.1)

5-*op 0

Computation of this value by the simulator is time weightei

through the simulation run as described in Chapter 3.

3. IsproYemeja 2L L" "eliJJix

a. Alternative Methods to Specify Simulation Run

Duration

One characteristic of simulation programs is

that they must provide the timing mechanism for the system

20
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being simulated. A list of coming events is generated and

ranked according to time of occurrence. The simulator tracks

the list and cycles through the following steps:

- select the event with the next time

- set the clock to this time

- perform action according to the type of occurrence

Simulation run duration can be specified by

several methods. The easiest approach consists of specifying

the number of tines the group of statements which perform

the steps described a-ove are to be executed.

Specification of the number of jobs tc be

processed through the modeled system is an alternative

approach and was chosen by the original program designers.
This ay not be a good solution for closed networks where
the number of jobs to be processed is not clearly defined.

Another disadvantage of this approach consists of the
statistical bias introduced by the shut-down transition
phase, when jobs are leaving and none are entering the
system. Server utilizations, queue lengths and response time
measurements drop in that phase, affecting the final
measurements as short simulations are being executed.

The most usual method used to specify run
duration consists of defining the total time of the
simulation run. One advantage of this approach is to

facilitate simulator validation, by allowing comparisons
between simulation results and system accounting data
gathered for the same period of time.

The new version of CPHT program provides the
options: number of jobs, number of events, or simulated time

as specification of the simulation run duration for open
networks, and the last two alternatives for closed gueueing

networks.

21
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b. Rerunning a Simulation

After producing the results of a single

simulation run the new version of CPMT will ask whether the
user wishes to run the simulation again. If an affirmative
response is entered, user will be allowed to enter new
values for the simulation run specifications and rerun the
model with no need to return to the RASTER MENU.

c. Specification of Period of Time for Statistics

Statistical bias introduced by simulation
execution start-up transition (jobs are entering and none
are leaving) and shut-down transition (jobs are leaving and

none are entering) is significant when short simulation runs

are executed. A statistic oriented feature was implemented

in the new CPHT versicn to reduce or eliminate such effects

by providing a special option to the user to specify limits

on the interval of time for gathering statistics.

4. J"a~ ea . User Ziendliness

Simulator user interface is a concern of simulation
program designers. If it is difficult to interact with a
program, the users will be less likely to use it. User

friendliness had been implemented in the original simulator,

and modifications and additions were accomplished to further

improve user program interaction.

a. Display cf Model Specifications

A new option was included in the MAIN MENU to

display a specified data base record for a given simulation

model, making possible on-line validation of input model

specifications.

22
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k. Printing cf Specifications for a Single Model

An additional option to print the data tase for

a single model was implemented to improve efficiency and

flexibility in accessing data kase information.

c. Updating of Model Specifications

Different options are now provided to handle

user requests depending on whether there is already an user

simulation model or not. If a simulation model already

exists in the data tase, the access to the UPDATE MENU is

given from the MASTER MENU. Otherwise, the option to enter

the new simulation model number will display the model
numbers already existing in data base to prevent collisions
and will give direct access to the UPDATE MENU as a new

simulaticn number is entered.

d. Copy and Leletion of Simulation Models

Options to copy and delete simulation models
were moved from the UPDATE MENU to the MASTER MENU. The

scope of the main oFtions in the new version is defined at
the simulation model level. Updating of data base records is

accomplished by procedures called from the UPDATE MENU

rather than the MASTIR MENU.

e. Changing of Model Specifications

-odification of modeled system specifications is

likely to be necessary when using a computer system
simulator. No opticn to change model specifications was

implemented in the original CPHT simulation program. In the

new version, options to change job type records, routing
records and servergroup records are available to the user,
as is accessing selected items within records( e.g. job

priority within a jcb type record). Contents of the records

. 23
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before and after changes are also displayed in order to

facilitate record updating.

f. Facilities for Exception-handling

I goal of the design of interactive programs is

to provide facilities for exception-handling. User errors

must be expected, and the user should not be adversely

affected by them.

The CPMT program control is driven either by

user specification cf menu options or user response to

prompt messages. The original CPET version does not accept

an alphaketic character as a response for requested options.

In such case the program will abort and the user has to

restart again. In the new version this will be interpreted

as an invalid option, and the menu will be displayed again.

The convention of requiring the uppercase 'Y'

for a 'es' response was also eliminated for the revised

program. Both upper and lower case of the lettee are assumed

to be the affirmative response.

Some input validation is performed by the
original program, to insure that input values are within

bounds set by either program specification (e. g. menu

options) or simulation specification (e.g. mean service

time). Additional input validation is accomplished by the

new version to prevent abnormal program termination.

g. Printing of Specifications

Distribution types and queueing disciplines are

printed on the screen and written to output files as

meaningful data ratter than numerical values, to improve

readability of program output.
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D. RIVEU OF PROGRIB DESIGN AND INPLEKBTJTIOl

For design and implementation of changes, a schedule was

established according to the following priority basis:

- Simulator modeling capability

- Program efficiency

- Simulation run flexibility

- Program user friendliness

The baseline for design solutions was to minimize the

impact of changes cn the program modularity and data

structures. The algorithms and implementation considerations

are described in Charter 3.

2. 71STING

Program testing was performed throughout the change

implementation. A few errors were found in the original

program and fixed during testing activity. Verification of

program correctness under new processing efficiency

requirements was performed by comparison of the execution of

the new program with the execution of the original program,

followed by analysis of results. The quality of the program

as a simulation tool is discussed in Chapters 5 and 6.

P. UPDATING OF DOCUU!UTATION

7echnical and user documentation was updated to reflect

changes in program code and simulator operation. In addition

to rewriting the comments in the listing file, a change log

was created to facilitate further program maintenance. The

change log and the new version of the CPMT user's manual are

presented in the next two chapters of this thesis.
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Ill. . .o_

In order to provide information necessary to understand

the current modifications and trace the evolution of the

CPHT program from the initial configuration, a change log

was created. This chapter summarizes and presents the

contents of the log. Entries to the log include the

following informaticn, if applicable :

- Change number

- Type of maintenance (Correctiveadaptive or perfective)

- Type of requirement

- Brief descripticm of requirement or anomaly

- Change design

- Changes in records and data items

- Files affected

- Modules affected

- Procedure and/or Functions eliminated or changed

- Nev procedures and/or Functions

- Explanation

- Impact on the prcgram modularity,clarity etc.

Changes implemented as a result of this thesis effort

are described in the next sections, grouped by type of
maintenance and classification of requirements as described

in Chapter 2. Change numbers were sequentially assigned for

easier reference. Statistics about the type and volume of

.- 6
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maintenance are presented in the last section of this

chapter.

A. PN3PUCTI CHANG ES

1. Seducti 2 Eamory ekejrementj

a. CHANGE #1

b. Change Design

Dynamic creation and allocation of job and event

records as a simulaticn is being processed.

c. Change Dictionary

Items NE!B SERV and COMPLETE were created for

the JOB TYPE RECORD, to identify the servergroup at which
the next processing event will take place, and detect the

job completion; the item FIRS7_JOBPART of the same record

was eliminated; items NEXTJOBPART and SCHEDULED were

eliminated from the EVENT RECORD.

d. Files Affected

CFZT. PAS
CJS.PAS
Efl. PAS

e. Modules Affected

CREATE JOB STREAM

EXECUTE AND TABULATE

f. Procedure Eliminated

CREATE_JOB STREAM
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g. Procedures Changed

CREiTEJOB

2 X1CUTE_ AND TABULATE

DEPARTFROSG

JCE ARRIVAL

JOBCOPLETED

A IV EATS C

h. New Procedures

FIIDJOB_TY PE

C RATEINIT IALJOBS

CREATENEW EVENT

EXICUTE

i. Explanaticn

There is no job stream in the new design, thus

the procedure CREATE JOBSTREAM was eliminated. The name of

the respective module was not modified for easier roference.

The new input for the EXECUTEANDTABULATE module is the

linked list of job records created by the new procedure

CREATUI3ITIALJOBS, and consists of one job of each job

type of the simulated model. Each job record is created by

the modified procedure CREATEJOB, and has only one

associated EVENT record which stores the information

required for the first event of that job. Creation of events

during a simulation run is requested from the procedure

EXECUTE ANDTABULATE as a job departs from a servergroup.

Creation of jobs during a simulation run depends

on the type of network being simulated. For the original

program capability, open networks, the process is as

follows: as a job arrives to the servergroup 0 (dummy

server) ,the procedure JOBAFIVAL invokes first the new

procedure FINDJOB_TYPE in order to access in the data base
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the JCB TYPE record with the same job type, and then calls

the procedure CRUTE_JOB to create a new job. Allocation of

job and event records for the new job depends on whether

there are records available or not. As a job completes, the

job type record is referenced by a pointer, and a flag is

set to notify the procedure CREATEJOB that there is no need

to allocate new records. In this case, the CREATE-JOB

procedure updates the job and event records for the new job.

Ctherwise, new job and event records will be allocated. She

arrival time of the new job is computed as the arrival time

o± the arrived job plus the interarrival time calculated in

the procedure CREATE-JOB. The job record is attached to the

arrival gueue for the servergroup 0 and becomes ready to be

processed. A counter is incremented to keep track of the

number of jobs processed.

As referenced above, there is a single event

record associated with each job record. That record is

updated by the new procedure CREATENEUEVENT which is

called by the procedure DEPART FRON_SG. As a job departs

from a servergroup, the number of the next servergroup to

which the job is routed is checked. If that servergroup is
not the exit servergroup (SG10) a new event is created for

that job.

A new procedure EXECUTE was created within the

procedure EXECUTE)INDTABULATE for easier program

readability. This prccedure handles the processing loop of

job departures and arrivals and calls the procedures

DEPAPT FROHSG and ARRIVE AT.SG.

J. Impact on the Program modularity

Program modularity was affected by this change.

Procedures CREATEJCE, CREATINEEVET and FIND JOBTYPE

from the module CREATE JOB STEREAR are called by procedures

from the EXECUTEANDUBULATE module.

29

*'," ,, . - ." ,,* " 4 " " .,,"' °*" - ' - " ", ' '" " " 'e"- - -.r(." " " "" " " -V' ' . " ''' .""' . .



.7 -- ,o- - b 7-2 -- t - w'- - -.- -- -• . 0 . .. 7. . - 1

2. leduiaU gZ ZE2gIe&in2i 12u ProdAeI Satistig

a. CHANGE #2

b. Change Design

There is no longer a need to traverse a linked

list of job records for gathering statistics; information is

collected as jobs cos~lete. Standard deviation computations

in the new design are calculated by a different algorithm

that is described in the change explanation.

C. File Affected

EXI.PAS

d. Module Affected

EXECUTE AND TABULATE

e. Procedures Eliminated

SID-DZY

S TDEVJOB TYPES

f. Procedures Changed

JCECOMPLETZD

SIATS FORJOBS

STITS FOR JOB TPES

g. New Procedure

INITIALIZESTATS

h. Explanation

A new procedure INITIALIZESTATS was created to

initialize the statistical counters and accumulator

variatles.
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As each job completes, the values of the

statistical counters and accumulator variables are updated;

as the • processing of jobs is completed, procedures

STITSPOJOBS and STATSFOR_JOB_TYPES compute and print

statistics for all the jobs and for each job type.

For computation of standard deviations let T be

defined ky equation 3.1 :

N
T =El X- BEAN ) 2 (eqn 3.1)

Using binomial theorem in equation 3.1 * T can be expressed

as:

N N

T =EXP - 2*AEAN1*E-L+ N*1E1BAN (egn 3.2)
i- I • '- I

NSIAN I (eqn 3.3)

Substituting Xfrom equation 3.3 and simplifying equation

3.2 0 7 can be defined as:

N

T '- - N*HEN2 (eqn 3.14)

VARIANCE = (X- HEIl) / I (eqn 3.5)

STANDARD DEVIATION = BVUA (eqn 3.6)

Using equations 3. 3.5 and 3.6 * STANDARD DEVIATION can

be expressed by the following equation :

STIlDIND DER - ( Z - 1*BEAZ)/N (eqn 3.7)

Based on eqs 3.3, 3.4 and 3.7 the following algorithm was

implemented:

13
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At the ith Job completion compute the

square of the current variable X and update

the statistical accumlator.-XF

-- Is the processing of jobs is finisbed

(Nth job completion), compute the values of

the MIAN, T and STANDARD DEVIATION.

B. IDAP XIE CHA]GES

a. CHANGE #3

k. Change Design

Dynamic creation of jobs is accomplished by tvo

distinct methods whether the model being simulated is an

open or closed netvork. For open networks, as described in

change #1, the linked list of jobs created by the procedure

CREAT!_INITILL_JOBS consists of one job for each job type.

If a closed network is being simulated the number of jobs

for each type created by the CREATZINITIALJOBS procedure

depends on the model specification and is detemined by the

level of prcgramaing for each job type. Furthermore, for

closed network modeling, a job completion will force the

arrival of an identical job into the system.

c. Files Iffected

CJS.PAS

O l!OD. PAS

EM.PAS
C 1 T. PAS
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d. Modules Affected

CPIATR JOB STREAM

UPLATE
EXICUTE AID TABULATE

MAIN DRIVER

e. Procedures Changed

SDDJOBT YPE

EXICUTE_ NDTABULATE
DEPARTPROMSG

JCEARRIVAL

JOB-COBPLETED

f. Now Procedure

CBECKNET_ IPE

g. Explanation

The program processes jobs according tc the

simulation number assigned to the odeled system. A new

procedure CHECKINET TYPE returns the value of a toclean

variable determined by the simulation model number used as
input. Simulation models I through 49 are assigned to open

networks and 50 through 100 to closed network modeling.

These ranges can be easily changed by modifying

the bcund assigned in the procedure CHECKNETTYPE

For closed networks the arrival time assigned to

job records is not dependent on the user specifications, but

rather determined by the procedure which drives the creation

of the new job. For jobs created by the procedure

CREATTINITIAL JOBS the arrival time is one 1 , otherwise

(Jobs created by the procedure JOB-COMPLETE) the arrival

I The deterministic and short interarrival time was

•hs .the program designer to reduce the elapsed time to
In nta e the closed network
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tine for the new jok will be the time the completed job

leaves the system. A flag is set at each job completicn to

define the instant a new job has to be scheduled. The

procedure DZPARTFOB.SG will force a new event that will be

a departure from the servergroup 0.

2. Caaili Z.QZ hJ1e.LDatis Queuing~ Discipline
a. CHANGE #4

t. Change Design

The queueing discipline to be observed at a

given servergroup is specified by the user as he is adding

routing records to a job type. 9henever a job arrives to a

servergroup that has a waiting queue, it is inserted

according to the queueing discipline specified for that

servergrcup.

c. Change Dictionary

New items RECDISC and QDISC were included

respectively in the EITA BASE and SERVER records to identify

the queueing discipline assigned to the servergroup.

d. Files Affected

RICILE. DAT

-" EIZ.PAS
CIST.PAS

e. Modules Affected

UEEATE

EXECUTE AND TABULATE
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f. Procedures Changed

SDD ROUTING RECORD

ICEDIT

PEINTR

BUIID_LL_F CBDB

PROCB SSRO UTINGDATA

3XFCUTEA1 DTAB LATE

CREATESERVERGROUPS

AlEBIV_ ATS G

D EPA R TFROB SG

I SERT_I N_S GQ

A IIACH_JOBOSE RVER

g. New Procedures

SG_Q_INSERTFRON T

SG_Q_ISERT_PRIORITY

S GQ_INS E RTPROCTIM E

SG QINUSERTUWEIGHT

SG QINS ERT RANDOM

b. Explanaticn

The queueing discipline assigned to a

servergroup is stored in the database as the user adds

routing records to a job type record. As the linked list for

routing jobs is created (procedure CREATEROUTING_ECORD),

the values of the queueing disciplines are stored in a one

dimensional array. The procedure CREATESERVERGROUPS reads

from that array the discipline that is to be assigned to

each servergroup, and stores it into the respective

servergrcup record.

The selection of procedures for implementation

of the scheduling algorithm to be observed at a servergroup

is perforned by the procedure INSERTINSG.
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The procedures to implement the Last Come First

Served (LCFS)* Nompreeptive Priority (NP), Lowest

ProcessiNg Time First (LPTF), and Lowest Weighted Processing

Time First (LWPTF) algorithms are self explanatory.

Simulation of random service is accomplished by

random insertion of jobs in the waiting queue; the position

in which a job is inserted is computed from the function

GENERITE_VALUE, using the number of queued jobs that is

stored in the servergioup record.

The PROCESSOR SHARED implementation is based on

the algorithm described in SAUER and CHND! [Ref. 4 :p.200]o

and it is distributed across the procedures

SGQINSEETPROC TIRZ, ATTACHJOBTO SERVER, and

INSERTIN_SGQ. The job with the smallest processing time

must be the first to leave the queue and so,the smallest

processing time first algorithm is used for insertion into

the waiting queue. Ccputation of the service time depends

on the number of jobs waiting to be served and is equal to

that number times the request time of the current job being

served. When the job completes sex'vice, that amount of time

is subtracted from the request of each job in the queue, if

any, to obtain the job remaining requests.

i. Impact on the Program Nodularity

The procedure INSEPTIVSG Q in the EXECUTE AND

TABULATE module calls the function GENERATE-BANDON.VALUE

outside the module, to generate a random position for

insertion into the waiting queue.

3. QMoulZin 91 jL Nukhe & J J SysteL

a. CHANGE #5
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b. Change Design

The algorithm for a time weighted computaticn of

the number of jobs in the system is described in the change

explanation.

c. rile Affected

EX. PAS

d. Module Affected

EXICUTE AND TABULATE

e. Procedures Changed

J CEARRIVAL

JOB-COMPLETED

STATS FORJCBS

S7ATS FORJOB TYPES

f. Explanation

As illustrated in Figure 3.1 the value of the

mean number of jobs depends on the time accumulated value of

the area under the curve, A.. The value of A at the instant

tjis coaluted from eguation 3.8 where t is the time of a

job arrival or departure, and N .,is the number of jobs in

the system at time tz-0.

The algorithm used for computation of the mean

number of jobs in the system was implemented for all jobs

and for each individual job type. Computation of the value

of A. at a given time is performed either by the procedure

JOB ARRIVAL or JOBCCEPLETED depending on if the event is an

arrival to the system or a job completion. The number of

jobs in the system at times t and ti. are stored in the array

TOTAL JOBSSYS, and the values of t and ti- are stored in the

array IN7EREVENT. As the value of Ai is calculated, the
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Figure 3.1 lean lumber of Jobs in the System

A = (t L -t t )*N (ttqn 3.8)

values of ii-I anl t;., which are no longer re,uired, are
replaced by the values Ni and t to prepare ior the next
computation. The example shown in Figure 3.2 illu~trates
the application of the algorithm.

The last step, which computes the mean value,
consists of dividing the accumulated area by the simulation
time. This step is performed by the jrocedures
STATS EORJOBS and SIAISFOBJCBTYPES.
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1) Initial data

t = 50 INTZBEVENT(0) - 50
INTEREVENT (1) = **

j =14 TOTAL JOBS S!S(0) 4ITOTAL-JOBS-SYS(I)=*
AREA = 12

2) At time 55 cccurs a job departure

t = 55 INTEREVENT (0) = 50
INTEREVENT(1) = 55

N = 3 TOTAL JOBS SYS(O = 4
TOTAL-JOBS-SYS 1= 3

3) Computation of the new AREA at time 55

AREA = AREA *

TOTALJO BSS YS (0) * (INT EREVENT (1) -INTEREVENT (0))

AREA = 12 + ' * ( 55 - 50 )
AREA = 32

4) Preparation for the next computation

INTEREVENT (0) = 55
INTEREVENT (1) **
TOTAL JOBS S3S(0) 3
TOTAL-JOBS:S YS(1) **

Figure 3.2 Ccmputation of the Accumulated Area

4. IntevI1 L2L fiterw §_s-Ustic

a. CHANGE #6

b. Change Design

Updating of the job and servergroup records as a

simulation is being processed is performed over a period of

time specified by the user.
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c. Files Affected

CIMT. PAS

EMI.PAS

If ESSA GES. DAT

d. Nodules Affected

SAIN DRIVER

EXECUTE AND TABULATE

e. Procedures Changed

S7ATSFORJOBS

STATS_FORJOB TYPES
STATSFORSERVERG ROUP S

J CEARRIV AL

JOBIN SG Q

UCJOBI NS G_Q
JOBCORP LET ED

ITTICH_JOBTOSERVER

A ACHFIRS7 IN_Q

I NSERTI NS G_Q

f. Explanatica

Gathering of information from job and

servergroup records to produce statistics is performed

depending on whether a flag is set or not. The flag is
implemented by the toolean variable STATS and its value

depends on the simulation run specifications selected by the

user, as shown in the diagram of Figure 3.3

As the simulator timing mechanism is driven by

events, the specification of the interval for gathering

statistics introduces the need of a correction in the

computation of the number of jobs in the system, as

illustrated in Figure 3.4.
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CINTERVAto STATS TRULE-

yes

Asstartsticssatumnehu on h ra

ofareas uAl a .3 ade respetie Sammstionl to tha tta

accumulated area A are performed either by the procedure

JOB-ARRIVAL or JOB3CCHPLETED depending on whether the events

t and t are job arrivals to the system or job completions.
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*h.

Njobs

3
gIITN

I SAI A ,A)..

t. Z• rt t t ita? ti time

Figure 3.4i Start and Stop Areas

,1 = (tb - startstats) * Na (eyn 3.9)

A2 = (stop stats - t c ) • (eqn 3. 10)

a. CHANGE #7

L. Change Design

Accounting of the number of job completions for
all jobs and by individual job type; division of those
numbers by the ela~se time to determine the Kate of
tkroughput.
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c. File Affected

.1* EU;.PAS

a. module Affected

EXECUTE AND TABULATE

e. Procedures Changed

JO._CORPLETED

STETS_FOR JOBS

S TATSFORJOBTYPES

f. Explanation

Statistical counters in the procedure

JOBCCHPIETED keep accumulating the number of job

completions as the simulation is being processed. The

procedures STATFOEJCBS and STATSFOR_JOB_TYPES compute the

throughput values, by dividing the total number of

completions by the sigulated time.

6. 1iternatie Specif cation ff IM Durati2n

a. CHANGE #8

t. Change Design

When a simulation run is to be processed, the

user specifies the ortion for run duration. The option is

either to end the simulation after a specified number of

events or after a specified simulation time. Different

conditions are set for controlling the number of iterations

of the processing looF depending on the choice.

c. File affected

EI .PAS
Cu T. P15
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d. Nodules Affected

EZECUTE AID TABULATE

MAIN DRIVER

e. Procedures Changed

EICUTEAID TABULATE

JOEARRI VAL

f. Explanation

In the original program the run duration is

always defined by the number of jobs to be processed, and

the execution of the main processing loop in the procedure

EIECU7EAND TABULATE terminates when there are no pending

events to be processed in the servergroups. The alternative

conditions created for controlling the processing loof are

enabled ty the user specification of either the number of

events or simulation time. In such cases the variables to be

checked by the processing loop will be either a counter

placed inside the loop or the clock. The case structures on

the main driver select the control of the processing loop

according to the type of network and user specification of

the run duration.

If the run duration is specified by simulated

time, and no interval for statistics was defined, a

correction has to be done for computation of the average

number of jobs in the system. As the simulator timing

mechanism is actually controlled by the occurrence of

events, the executicn of the processing loop terminates at

the event which occurs closest to the specified simulated

time, see Figure 3.5 * As the computation of the mean

number of jobs is time weighted, as explained in Change #5,

the last area to be accumulated in this case is calculated

from equation 3.11 where t is the last event processed

before the simulation time is over.
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. (simulated tine - tt)* NX (eqn 3. 11)

I

N

Alil

Last edot stop
eentir ,-nw)At-J e*Awh ,

ei t

Figure 3.5 Correction of the Accumulated Area

This ccmputation is performed by the procedure
STATSFCB JOBS for all jots and by the procedure
STATS FOR JOB TYPES fcr each jcb type.

a. CHANGE #9

L. Change Design

The program cycles through the sieulation
execution code under user control.

c. File affected

CPHT.PAS

b'4-
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-" d. odule affected

*main Driver

o. Explanation

. When a mcdel specification is correct, it can be
repeatedly executed. The condition for loop termination is
set by the user response to a Erompt message.

8. Display 2L Model Seecifications

a. CHANGE #10

t. Change Design

An additional option was included in the EASIER
BENU and a new procedure was created for printing single
data base records on the screen.

c. Files affected

U11OD. PAS

CPT.PkS

-ESSAGES. DAT

d. Modules affected

UPEATE

RAIN DRIVER

e. New procedure

DISPLAY.ODEL

f. Explanation

The new procedure DISPLAYEODEL vas placed

within the UPDATE module and is called from the case

construct implemented in the main driver% It first attempts

to locate the simulation model in the data base by the
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record key computed from the entered simulation model

number. If the key is not found an error message is

presented# otherwise the record type and number will be

prompted for. In this case the procedure attempts to locate

the selected record in the data base; if the record key is

found the record contents are displayed, otherwise an error

message will be produced. The procedure cycles through these

steps if the user desires.

9. U inti 2ofdel Specification

a. CHANGE #11

b. Change Design

An additional option was included in the MASTER

MENU and a new procedure was created for printing all

records of a simulation model to the output file.

c. Files Affected

UPNOD. PAS

CENT. PAS

MESSAGES.DAT

d. Modules Affected

UPDATE

MAIN DRIVER

e. New Procedure

PB INT DAT AlAS EODEL

f. Explanaticn

The new procedure PRINT DATABkSE-model is

called from the Main triver and first attempts to locate the
simulation model by the key computed from the entered

simulation model number. If the record key is not found an
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error message is displayed, otherwise all the records for

that simulation model will be printed to the file OUTFILE.

10. Dj~ig 21 kj 1 § e ifications

a. CRINGE #12

b. Change Design

Updating of the data base in the original

program design is processed by first selecting the cption

from the MASTER REND to update the data base, and then
entering the simulation model number. If an already existing

simulation model number is entered by the user, the program

produces an error message, otherwise the UPDATE MENU is

display. 4.
The new version has a special option in the

BASTED MENU to enter a new simulation model number, which

will display a list of the simulation numbers already

existing in the data base; as the user enters a new
simulaticn model number the UPDATE MENU is automatically

displayed and the program becomes ready for record updating.
The update option in the MASTER MENU is to be

selected if a user already has simulation models in the data

base.

c. Files Affected

UEEOD. PAS

CFMT.PAS

MESSAGES. DAT

d. Modules Affected

U FLAT E

RAIN DRIVER

418
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e. Procedures Changed

ENTERSIM NUH

UPDITEiE NU

f. Nev Procedure

PRINTSI NNUN

g. Explanation

The modified procedure ENTERSIMNUM is called

from the MAIN DRIVER rather than from the procedure

UPDATEHENU, if the options "enter new simulation number" or

"updating of model specifications" are selected by the user.

If the first option is chosen, the new procedure

PRINTSIMNUN will be called to search for the existing

models and display their numbers on the screen. If the data

base is empty an appzcpriate message will be displayed. In

both options, but for different reasons, the procedure

ENTEERSINJUM checks for a repeating key before giving

access to the UPDATE MENU. Appropriate messages will be

displayed for the case of entering a repeated simulation
number as a new number, or trying to update a nonexisting

simulaticn model.

11I. Deeto i Copyz g& qjnlation 1odel

a. CHANGE 013

t. Change Design

In the new design, as described in Chapter 2,

the scope of the main options is defined at the simulation

model level and so ccpy and deletion of simulation models
are oltions from the MASTER MENU rather than from the UPDATE

SENU.
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c. Files Affected

UPMOD.PAS

CINT. PAS

MESSAGES.DAS

d. Modules Affected

UPDATE

MAIN DRIVER

e. Procedure Changed

UPLATEHENU

f. Explanaticn

The procedures DELSIEMODEL and COPYSIM MODEL for deletion

and copy of model records from the data base were moved

outside of the procedure UPDATE-MENU and are called from the

case structure implemented in the main driver.
12. Changing 2L he Model Sp~jjf 9 1

a. CHANGE #14

b. Change Design

Implementation of procedures for modifying the

contents of data base records.

c. File Affected

UF!OD.PAS

MESSAGES. DAT

d. Module Affected

UPDATE
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e. Procedure Changed

UPDATE_ME WU

f. Nev Procedures

C HANGEJOBTYPEREC

CEG ROUTING REC

CEC- SERVER EEC
PRINTREC

g. Explanation

The new Frocedures implemented for changing of

data base records are called by the procedure UPDATEMENU if
the respective option is selected by the user. They control

the sequence of events required to compute the correct

record key, locate the record, obtain new data and perform

changes in the data records. All of the procedures call the
new procedure PRINT-EEC to display the contents of the

records before and after changes.

13. Zndigoalhabetic Chactg

a. CHANGE #15

t. Change Design

The program accepts alphabetic characters as

input fcr options tc displayed menus. The characters are

converted to integers before selection of code to be

executed.

c. Files Affected

U PMOD. PA S

CIET. PAS
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d. Modules Affected

UELATE

MAIN DRIVER

e. New Function

OPIION

f. Explanation

In the CPMT program design, a set of case

structures had been implemented to process the selection of

menu options; all the selection variables for these ccntrol

structures are integers. In the original version the input
value which represents the option is an integer and is

assigned directly to the selection variable; in the new

version the input value is read as a character and converted

to integer by the function OPTION, and then is assigned to

the selection variable.

14. Erinting _9S Eitiions ang euein 2iscipli_

a. CHANGE #16

k. Change Design

In order to provide a more comprehensable

output, the program distribution type and queueing

discipline codes are translated to english before Frinting

on screen and output file.

c. File Affected

UPMOD.PAS

d. module Affected

UPDATE
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e. Procedure Changed

PEINTR

f. New Procedure

CC iVERTOPT STR

g. Explanaticn

Before printing either on screen or output file

the job type and routing records, and for the data items

distribution type and queueing discipline, the respective

printing procedures call the new procedure CONVERT OPTSTR
to convert integer values to preassigned string values.

C. CORRICTIVE CHARGIS

1. Error in Delpinq a §1EM.11g fofl

a. CHANGE #17

b. File Affected

UPI!OD.PAS

c. Module Affected

UPDATE

d. Procedure Changed

DEIETESIN M5OD

e. Explanation

The original program terminates if the last

simulation model in the data base is deleted. The error was

located in the procedure CHECKSIM SPECS, and it was fixed

by adding the end of file (EOF) function, as a conditicn to
ke checked in the while loop implemented to delete records.
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2. =2_r &s_ Exctn A SiulatUion

a. CHANGE #18

b. File Affected

CEECKSS. PAS

c. Module Affected

CB!CK SIll SPECS

d. Procedure Changed

CEICHSIMSPECS

e. Explanaticn

The original program terminates if it attempts

to run a simulation .cdel with no records stored in the data
Lase. The run time error was fixed by calling the procedure

that checks errors in the routing record specifications only

if no other errors were found in the head or job type

records specification.

3. Incorret Handling of ul_ Srvers

a. CHANGE #19

1. File Affected

E IT. PAS

c. Module Affected

EXECUTE AND TABULATE

d. Procedure Changed

FIBD_NEXTEVENTTIME
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e. Explanation

The algorithm to find the next event for a

servergroup did not work properly if there is more than one

server specified for that servergroup; the results are

incorrect statistics for all jobs and individual job type.

The error was located in the procedure FIND_NEXT_EVENTTIME,
ana it was fixed by adding a test condition to be checked in

the loop that searches for the next server to be processed.

D. TYPE AND VOLUME OP CHINGES

The relationship ketween the type of change performed in

the CENT program and its impact in terms of addition and

updating of procedures is illustrated in Table I

TABLE I

Type and Effect of Changes

TYPE IMPACT O THE PROGRAM PROCEDURES

OF NEW MAJOR MINOR TOTAL ( )
CHANGE CHANGE CHANGE

AEAPIVE 13 10 6 29 (64)

PERFECTIVE 4 7 2 13 (29)

CCERECTIVE - - 3 3 (7)

TOTAL 17 17 11

-* 55

6:.. .:, ... ............... . .. . .......... . .. ... ...... .... ... . ...._ .4 . - , O O o - . - o - . - , J . . - - •, .- - l , - . . , ° , . - - o - . , . - -. ° . .o.



fMost of the program modifications were accomplished for

development of the siaulator modeling capability and program

user friendliness. The effect of the work performed to

correct errors in the original program is not significant

compared to the activity devoted to the satisfaction of new

requirements.

1. IBPACT 0 THE CPHU USER'S HANBAL

In order to reflect the enhancement of the CPHT

simulatox as a result of the changes described in this

chapter, rewriting of the CPAT user's manual was required.

The next chapter presents the new version of the CPMT user's

manual which replaces the original described in Ref.2.
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IT. Pa? USIVE Mj fM,

This chapter is intended for CPHT program end users, and

includes all the documentation needed to employ the

simulator properly. This new version of the user's manual

reflects the changes made through the maintenance effort

described in chapters 2 and 3, and provides the information

users need to prepare a simulation model and run the

program.

A. GENEIAL DESCRIPTION OF TEN CPAT

CENT is a network-of-gueues simulator designed for

simulaticn of computer systems. The program creates and

maintains a database which can store specifications fcr 99

distinct models. Computer systems are modeled as collections

of server groups which represent system components such as

CPU and I/O devices.
After modeling the computer system and entering the

model parameters in the data base, users can check for

correctness of the mcdel specification before running the
simulaticn model. The program includes a built-in debugging

aid for simulation design which produces appropriate error
messages if the mcdel specification does not meet the

established requirements.
Correct simulation models will run for a period of time

determined by the user. Upon completion of the simulation

run, the program outputs a number of statistics related to
the behavior of the simulated system. Users may then study

the output and decide whether to rerun the simulation, to

change the model parameters or to terminate the program.
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A detailed description of the program input , output and

possible error conditions is presented in the next sections.

B. NOIL DESIGN IND SPECIPICATION

The specification of a simulation model to be run by the

CPHT simulator involves characterizing the computer system

configuration and the workload handled by the system.

The system configuration is characterized as a network

of hardware resources(CPU,I/O devices or terminals) and

softvaie resources(level of programming and scheduling

algorithms). The workload which is processed by the system

is represented in terms of standard job types,

priorities,arrival rates and demands placed on the various

resources.

All data parameters to describe the model, except the
level of programming, are grouped into three record types

for data input and data base storage. The level of

programming (number of circulating jobs in a closed network)

is not stored in the data base and its specification is

entered interactively as the simulation model is run.

Each model is assigned a simulation model number between

1 and 99. The range I to 49 is to be used for open network

models and the range 50 to 99 for closed network models. The

simulation number is used to identify a particular

simulation model in the program data base and is ccmmcn to

all the record types developed to describe a given model.
The servergroup record describes the nodes of the

computer system being modeled and the job type and routing

records describe the work to be processed by the system.

The rest of this section presents a detailed explanation

cf model design and data input format for simulation of
models by the CPHT. an example of the model design prccess
for a simple computer system is provided for better

understanding.
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As the internal clock of the CPHT is an integer,

arrival rates and service rates must be represented by

integer values. The designer of the simulation model must

use (scale up) these time units in a consistent way

throughout the model design for correct output statistic

results.

2. Sve o ecor

Each hardware resource(or node) of the computer

system(or network) is described by a servergroup record.

Each servergroup is ccmprised of one or more servers and is

serviced by a single queue.2

The maximum queue length for the servergroup is

assumed to be infinite. The assignment of a job to a server

within a servergroup is automatically processed by the

program using the following algorithm: servers are assigned

to sequential numbers starting by one; a job is assigned to

the idle server with the lowest server number.

-he servergroup parameters are described below:

SERVERGROUP NUMBER -- the simulator has the capability to

model up to 9 distinct servergroups. The user must assign

one of the available server group numbers (range 1 to 9).

NUMBEE OF SERVERS - the simulator has the capability to

model a maximum of 99 servers within a servergroup. The

user specifies the number of servers for each

servergroup(range 0 to 99); for each servergroup number

not used in the model the user must specify "0" as the
number of servers for that servergroup.

" .ou27he orde in which the jobs are served is stored in the
routing recor

• " 5 9



Modeling of the system workload is done by first

partitioning the jobs into classes according to their

processing characteristics. Each class is described by a job

type record and multiple routing records which are linked to

that jot type record. The job type data parameters include

job type number, job type priority, arrival rate and

distribution type and are described below.
.JOB TYPE NUMBER -- each job type is assigned a number

from 1 to 99 for purposes of identification. The program

assigns sequential job type numbers as the job type

record data are entered.

JOB TYPE PRIORITY -- for each job type the user specifies

the priority which that job will have in the system. The

priority range is from 1 to 10 with 1 being the highest.

Specification of different job type priorities is

insignificant if the jobs are to be served at the

servergroups with a nonpriority dependent queueing

discipline.

ARRIVAL DISTRIBUTICN TYPE AND DISTRIBUTION PARAMETER --

in order to describe the job type arrival rate into the

system, the user selects the distribution type and

distribution parameter. These parameters are not entered

for closed network models (because in a closed network

there are no departures or arrivals, and in order to

model this, CPHT automatically schedules one arrival at

exactly the time cf every departure). The distribution

type and distribution parameter options are discussed in

more detail later in this chapter.
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Each routing record represents one step in the

routing of a job type and has two functions, to describe the

service to be processed at each servergroup and to prcvide

the branching probabilities from that servergroup to all the

other servergroups in the system.

In order to model the entrance and exit of jobs into

the system, two dummy servergroups, 0 and 10, must be

descited as part of model design. However, no service is

performed in these servergroups and so there is no

specification of server records for these servergroups. The

entrance and exit servergroups must, however, be included in

the branching probabilities. The routing record parameters

are:

SERVICE DISTRIBUTICN TYPE and DISTRIBUTION PARAMETER --

the service demand for the job type is defined by a

distribution type and a corresponding parameter. The

detailed discussion of these parameters is provided later

in this chapter under a separate header.

QUEUEING DISCIPLINE3 -- the queueing discipline in which

the jot type is served is identified by an integer value

btveen 1 and 7. The queueing disciplines currently

isplemented in the CPHT and the corresponding

identification code are listed in Figure 4.1.

BOU7ING PROBABILITIES -- the routing probdbility is

implemented as a one dimensional array of integers. The

entries in this array represent the probability that the

particular job type will go from the current server group

to each of the other server groups in the model. The

routing probability is an integer from 0 to 100. 7he

3tbegueuefng discipline is stored in the routing record
rather than in the servergroup record for CPMT design
convenience.
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CODE QUEUEING DISCIPLINE ABREY.

1 First Come First Served (FCFS)

2 Last Come First Served (LCFS)

3 Nonpreemptive Priority (NP)
4 Shortest Proc. Time First (SPIF)

5 Lowest Weighted Proc.Time First (LWPTF)

6 Processor Sharing (PS)

7 Served in Randcm Order (SIRO)

Figure 4.1 Queueing Disciplines

routing record design must meet established reguirements

which are discussed further in the "routing design
rules".

5. Disribution Specification

To describe the arrival rate of job types or their

service rates at the servergroups, the user selects one of

three available distribution types, DETERMINISTIC,

EXPONENTIAL or UNIFORM, and also provides a parameter (range

1 to 99999) to specify the value (s) of the rate. The

distribution types and corresponding distribution parameters

are listed in figure 4.2.

b•"6. joutin Dei Ruls

The routing design for each job type must satisfy

the follwing rules:

- a routing record is required for the entrance
servergroup (SG 0). Since no processing is done at this
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CODE DISTRIBUTION PARAMETER

1 DETERMINISTIC DETERMINATE VALUE

2 EXPONENTIAL MEAN VALUE

3 UNIFORM UPPER BOUND

Figure 4.2 Distribution Types and Parameters

server, no values are assigned to the service

distribution type or distribution parameter, but routing

probabilities frcu this servergroup to the working

servergroups(SG I through 9) must be provided.

- jobs must be routed to the exit servergroup (SG 10)

from at least one working servergroup; no routing reccrd

is required for the exit servergroup because no

processing is done at this servergroup and because a job

is not routed to any other servergroup.

- the sun of the routing probabilities from a given

servergroup to all others must be equal to 100.

- the probability of routing a job from a given

servergroup to itself must not be equal to 100 to avoid

generating a job which never complete processing.

- if a job type is routed to a servergroup, then a

routing record must exist for that job type from that

servergroup.
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In order to facilitate the online input of the model

data specification and provide documentation of the model,

the user should fill out one servergroup record data form

shown in Fig 4.3 per simulation model, and one job type and

routing record data form, Fig 4.4 , for each job type in the

model.

Simulation number :

Server Group Number Number of Servers :

1

2

3

5

6
7

9

Figure 4.3 Servergroup Record Data Form

An illustration of the model design process is

presented below, using a computer system described by SAUER

lRefo I :p.376]. Part of the model specifications will also
be used as an exazple for the user program dialogue

described in the next section "HOW TO RUN THE SIMULATOR".
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Simulation Number :Job Type Number:

~~~ ~ JOB TYPE RECORD ********

Arrival Dist:

Dist Paras

Priority

***~**** ROUTING RECORD

Servergroup: 0 1 2 3 4~ 5 6 7 8 9

Service Dist:

Dist Param :

Queue Disc :

Routing To :

SG 1

SG 2

SG 3

SG 4

SG 5

SG 6

SG 7

SG 8

SG 9
SG 10

Figure 4.4 Job Type and Rlouting Record Data Form

0 This model was also simulated for validation of CPHT and the

results are discussed in Chapter 5.

a. The System

The computer which is to be modeled is a

multirrogrammed system having four memory partitions. The

system has a single Irocessor and two 1/O devices, a floppy
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disk and a hard disk, sharing a common channel. The hardware

organization is illustrated in Figure 4.5.

CP CHANNEL

H'AR LPP(

DISK , DISK

Figure 4.5 Computer System H/I Organization

The CPU scheduling algorithm is a low overhead

Round Robin which can be considered to be equivalent to

Processor Sharing (PS) and the I/O requests are served in a
First Come First Served basis. The system is to be simulated

with all aemory partitions in use. The degree of

multiprogramming , average service times ar.d branchin4

probabilities derived from tLe system accouting data

recorded during a period of heavy workload are illustrated

in Figure 4.6.

k:. The Model

Assuming that there is a sufficient backlcg of

jobs and there is a sufficient memory contention that the

degree of multiprogramming is essentially constant, the

system can be modeled by a closed queueing central server

network model. The central processor is represented by
servergroup I preceeded by a queue, and the disks are

represented as servergroups 2 and 3, each one with a
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DEGREE OF MULTIPROGRAMMING .......... 4

AVERAGE CPU SERVICE TIME ............ 0.05 sec

AVERAGE FLOPPY DISK SERVICE TIME .... 0.220 sec

AVERAGE HARD DISK SERVICETIME ...... 0.019 sec

PROBABILITY OF JOB COMPIETION

AFTER DISK SERVICE .................. 0.125

PROBABILITY OF FLOPPY ACCESS ........ 0.1

Figure 4.6 Data Parameters

respective queue. Servergroups 2 and 3 are organized in

parallel with resect to the central processor. Two

additional dummy servers, entrance (SG 0) and exit (SG 10)

are included as required by the CPMT. The model is

illustrated in Fig 4.7.
Service times are assamed to be exponentially

distributed.

c. Input Model Parameters

As the system is represented by a closed

network, a simulation number in the range 50 to 99 must be

assigned to the sixulation model. For this example the
simulaticn number 60 was arbitrary chosen.

SERVERGROUP RECORE -- the model has three servergroups

SG1 (CPU), SG2 (FICPPY DISK) and SG3 (HARD DISK) each one

consisting of a single server. The servergroup record

data form for this model is displayed in figure 4.8.

.4

"67

*4

.

- - - - - - - - - - 4

. . . . . . . . . . . . . . . .

* . 4. . . . . . .



S6

11 1.n

3 13

4,, P0

7iur 4.0optrSse oe

1 1

9 0

Figure 4.8 Model Servergroup, Data Forn
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JOB TIPZ RECORD - the computer system has only one job

type which will le designated as Job type 1, and since

there is only one, the priority is insignificant. As the

model is a closed network, arrival distribution type and

distribution parameter are not considered.

ROUTING RECORDS -- three routing records are required to

describe the service processed at the servergroups and

routing of jobs through the system. As stated in the

routing design rules an additional servergroup (entrance

servergroup) record is required for job routing purpose.

The smallest amount of time represented in the

model, as listed in Pig 1.6 is the hard disk service, which

is 0.019. Therefore, all the time values are multiplied by

1000 so that they are all integers (time unit =

millisecond). The mean service times are then :

SG 1 ....... 50

SG 2 ....... 220

SG 3 ....... 19

The routing probabilities to be assigned are

derived from data shown in Fig 4.6 , applying the routing

design rules for CPHT. As the processing of jobs is

initiated by CPU service, the routing probability from the

entrance servergroup SGO to SG1 is 100. The routing

probability from SG1 to SG2 is 10 and from SG1 to SG3 is 90

(100 - 10). As the probability of job completion after disk

service is 0.125, the rounded value in the range 0 to 99 is

13. Thus the routing probabilities from SG2 and SG3 to the

exit servergroup SG10 are 13. The remaining routing

probability (for new CPU service) is 87, thus the routing

probabilities from SG2 and S3 to SGI are 87. The job type

and routing records data form for the model are illustrated

in Fig 4.9.
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Simulation Number : 60 Job Type Number : 1

*************** JOB TYPE RECORD * * * *
Arrival Dist : -

Dist Param : -

Priority :1

*************** ROUTING EECORD

Servergroup: 0 1 2 3 4 5 6 7 8 9

Service Dist: - 2 2 2

Dist Param : - 50 220 19

Queue Disc : - 6 1 1

Routing To :

SG 1 100 0 87 87

SG 2 0 10 0 0

SG 3 0 90 0 0

SG 4 0 0 0 0

SG 5 0 0 0 0

SG 6 0 0 0 0

SG 7 0 0 0 0

SG 8 0 0 0 0

SG 9 0 0 0 0

SG 10 0 0 13 13

Figure 4.9 Model Job Type and Routing Form

C. ROW 0 RUN THE SIMULATOR

CPHT runs on the VAX/V35 Computer Science Department

Computer at NPS. To execute the program after logging onto

the computer, enter the command RUN CPMT in response to the

$ prompt.
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The program initially displays to the user the MASTER

MENU of program options presented in Fig. 4.10 The user

enters the integer value corresponding to the option

desired. Whenever an invalid option is entered the menu is

redisplayed. A description of each option follow under

separate headings.

1 - ENTER NEW SIMULATICH NUMBER

2 - UPDATE SIEULATION SPECIFICATIONS

3 - CHECK SIMULATION SPECIFICATIONS

4 - RUN SINUIATION MODEL

5 - PRINT ALL DATA BASE

6 - PRINT DATA BASE FOR A SINGLE MODEL

7 - DELETE SIPULATION MODEL

8 - COPY SIMUlATION MODEL

9 - DISPLAY SIMULATICN MODEL SPECIFICATIONS

0 - EXIT CPHT EZNVIRONNIMT

Figure 4.10 Raster Benu Options

At several points in the program, the user directs

program control by responding to questions which have "yes"

or "no" answers. The convention for the CPMT program is that

the user enters either the uppercase or lowercase "y- for a

"yes" response and any other character for a negative

response.

Each simulation acdel is identified by a unique integer

value called the simulation number. The user may assign a

simulaticn model an integer nuiber in the range 1 to 49 for

CPEN NETWORK MODELS and 50 to 99 for CLOSED NETWORK NODELS.
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1. En a. Ne

This function is to be selected if the user wishos

to add a new simulaticn model to the simulator data base.

Upon entry of the integer value "1" corresponding to

this option the program displays either the simulation

numbers already existing in the data base, or the message :

NO SIMUIATION NUMEIRS IN DATA BASE

and prompts for entering of the simulation number. At this

point the user enters the desired simulation number for the

new model. If a simulation number out of the I to 99 range

is entered, the message

ERROR IN INPUT

is displayed and the simulation number is prompted again.

Otherwise, if the user enters a simulation number already

existirg in the data base, the message

SIMULATION MODEL NUMBER ALREADY EXISTS IN DATA BASE

is displayed and the program will return to the Master Menu

on the entry of any character. Otherwise the update options

are presented to the user in a menu format, UPDATE MENU,

similar to that of the MASTER MENU. The update menu options

are listed in Fig 4.11 and are explained further in this

section under a separate header.

2. pdate A%2 Specifications

This function is to be selected if the user wishes

to update the specifications cf a simulation model already

existirg in the simulator data base. This function is also
automatically selected after a new simulation number has

been selected.
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1 - ADD JOB UYPE RECORD

2 - ADD ROUTING RECORD

3- ADD SERVERGROUP RECORD

4 - DELETE JCB TYPE RECORD

5 - DELETE ROUTING RECORD

6 - DELETE SERVERGROaP RECORD

7 - CHANGE JCB TYPE RECORD

8 - CHANGE RGETING RECORD

9 - CHANGE SERVERGROUP RECORD

0 - RETURN TO MASTER MENU

Figure '1.11 Update Menu Options

Upon entry of the integer value 2 corresponding to

this option, the program prompts the user to input the

simulaticn number. If the user enters a simulation number

that does not exist in the data base the following message

is displayed :

SIMUIATION MODEL OES NOT EXIST IN DATA BASE

In this case program control returns to the Master Menu

after entry of any character, otherwise the update options

are presented by the UPDATE MENU.

3. Check inltil jifcsltions

This option is used as a debugging aid to check if a

given simulation model meets the specification requirements

for a successful simulation run.

The program will prompt the user to input the number

of the simulation model to be checked. As the user enters
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the simulation model number, the existence of data records

and observation of the routing rules are tested for the

specified model. If the simulation model does not meet the

requirements the following message is displayed :

SIULATION SPECIFICATIONS DID NOT CHECK

* ERROR MESSAGES I FILE OUTFILE.DAT

The error messages will help the user to eliminate the model

specification deficiencies. The list of possible error

messages is presented in Figure 4.12.

1. Simulation Number Does Not Exist.

2. No Server Group Record Exists.

3. No Job Type Exists.

4. Jcb Numbers Are Not Sequential.

5. Server Group_, Job Type Routing Loop.

f. No Routing Records Exist for Job Type_.

7. No Server Group 0 Routing Record For Job Type-.

8. Job Type_ not Routed to Exit Server Group.
9. Job TYpe Routed To But Not From Server Group__.

Figure 4.12 Simulatio Specification Error Messages

If the simulation model is correctly specified the following

message is displayed :

SIMULATION SPECIFICATIONS CHECK

In both cases the program control returns to the Master Menu

.. by entry cf any character.
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4. RU IL "mulaYign flodel

This option is selected if the user wishes to

execute the simulatics of a model.

The program will first prompt the user to input the

number of the model to be run and then displays a menu with

the cpticns for specification of run duration, number of

jobs, clock time or number of events ( or the last two

options for closed network models). Upon entering the option

the program displays the prompt for entering of the

corresponding parameter. As the user enters the number of

jobs, simulation time or number of events to be processed,
depending on the specification type selected, the prcgram

prompts for a seed value. The seed will be used as initial

input into the system random number generator. The random

numbers in turn are used as input into program functions

which require random variables.
At this point the program asks if the user wishes

the program to specify the interval of time for statistics

(the program can produce statistics about the behavior of

the simulated system for a period of time during simulation

or for all simulaticn time). If the user response is

affirmative, the start time and stop time for gathering

statistics will be reguested.

If the simulation model to be run is a closed

network, the program will ask the user to input an
additional model specification, the degree of programming.

The degree (or level) of programming represents the number

of jots to be processed in the closed network and is

prompted for each job type in the model. A complete example
of the user program dialogue for execution of a closed

network simulation model is illustrated in Fig. 4.13.

Before executing the simulation model the program
will check the simulation specifications. If the model is
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not correctly specified the following message will be

displayed :

SIMULATION MODEL NOT EXECUTED
SIMULATION MODEL SPECIFICATIOWS DO NOT CHECK
ERROR MISSAGES IN PILE OUTFILE.DAT

ENTER SIMULATION NUMBER OF MODEL TO EXECUTE

65

ENTER SPECIFICATICS TYPE FOP RUN DURATION

1- CLOCK TINE
2- NUMBER OF EVENTS

ENTER SIMULATION REN DURATION

150000

ENTER THE SEED YOU VANT TO USE

45367

DO YOU WISH TO SPECIFY THE INTERVAL TIME FOR GATHERING
STATISTICS ? y/-
Y
ENTER START TIME ICE STATISTICS

300

ENTER STOP TIME FCR STATISTICS

120000

ENTER DEGREE OF PECGRAMMING OF JOB TYPE 1

4

Figure 4.13 Example of Execute Simulation lodel Dialogue

.4

The possible error messages are those already referenced and

illustrated in Figure 4.12. Otherwise if the simulation run

duration is selected by clock time and no jobs complete

.7
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within the simulation period, the following error message

will te displayed :

ERROR - SIMULATICH MODEL EXECUTED BUT

NO JOBS COMPLETED DURING SIMU1ATION TIME

In both cases the program returns to Master Menu by entry of

*any cbaracter.

If the execution is successful the statistical

output will be written in the file OUTFILE. DAT and the

following message will be displayed :

SIMULATION MODEL EXECUTED

OUTPUI STATISTICS IN FILE OUTFILE.DAT

DO YOU WISH TO RUN THE SINUIATION AGAIN ? y/-

If an affirmative response is entered the program dialogue

will ke repeated for rerunning the same simulation model,

otherwise the user is given the option of exiting the

function or attempting to run other simulation model.

The output statistics include minimum, maximum, mean
and standard deviation of time in system and time in queue,

throughput and mean number of jobs in the system for all

jobs and for each job type, and maximum, minimum and mean
queue size and utilization by server group and server within

a server group. An example of the output report format is

illustrated in Figure 4.14.
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* 5. Walt 1

This option is used for monitoring of the CPHT data

tase wrkload.

Upon selection of this option, a printout of the

entire indexed sequential data base is written to the file

OUTFIlE.EAT. The program control returns to Master Menu by

entering of an arbitrary character. If the user wishes a

hard ccpy a print out must be requested from outside the
CPHT environment.

6. rint 2ata Dase for _4 Snle Me!

This function is to be selected if the user wishes a

printout of a given simulation model specification.

Upon selection of this option, the program asks the

user to input the simulation number. Upon entry of the

simulation model number, the program attempts to find the

simulaticn model in the data base. If the simulation model

exists, the program writes all the records for that model to

the file OUTFILE.DAT, and displays the message:

MCDEL SPECIFICATICN IN FILT OUTFILE. DAT

The user then requests a printout of the file from outside

the CPET environment. If the simulation model number is not

found the message

SIMULATION MODEL DOES NOT EXIST IN DATA BASE

is displayed. In either case the user is given the opticn of

exiting this function , or attempting to print another

simulatican model.
7. Let& j

* 7.flg~ j, imulation, jo

This option is used to delete a complete simulation

model frcm the data lase.

79

". - . .. , .L = n£ m " '- - -h - -, - Sn ,, ,, ,- -, ,* * , . .. , . .,. . .- --.... , ..-. . . . . . . .. .. . .. . . .-. ..- • .. -; . - . - ---. .- _. . -. . . ... ,



Upon selecticn of this option the program prompts

for entry of the simulation model number. After the user

enters the simulaticn number the program attempts to find

the model in the data base. If the number of the model does

not exist an error message is displayed, otherwise the

program gives the user the option of deleting the model. If

the user responds affirmatively the program deletes all of

the records for the chosen simulation model from the data

base and displays the message:

SIMULATION MODEL DELETED.

At the end of the dialogue the user is given the

option of exiting function or attempting to delete other

siaulaticn model.

8. _ a Simulation Model

The copy opticn is convenient if the user wishes to

compare the simulaticn results of two models with a few
changes in parameter specifications. In this case the user

can copy one model tc a new number, make the changes in the

* copy, and maintain both model design specifications in the

data base.

Upon selection of this option the program displays
the prompt for entering the simulation iodel number which is

. to be copied and the model number of the copy. If the number

" of the model to be copied does not exist the following

message is displayed :

SIMUlATION MODEL NUMBER DOES NOT EXIST IN DATA BASE

Otherwise, if the new simulation model number is already in

the data base the following message is displayed :

SIMULATION MODEL NUMBER ALREADY EXISTS IN DATA BASE

If the copy is successful the following message is displayed

SINUIATION MODEL COPIED
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At the end of the dialogue the user is given the option of

exiting the function or attempting to copy another

simulaticn model.

9. Dispay Siallation godel _Specifications

This option is used for on-line review of simulation

models.

Upon selection of this option the program prcmpts

for entry of the simulation model number and then attempts

to find the model in the data base. If the simulaticn model

does not exist an appropriate message will be displayed,

otherwise the program asks the user to input the type of

record to be reviewed (job type ,routing or servergroup). If

the user selects either the job type or the routing record,

the program asks the user to identify the job type number.

The record data will be directly displayed for the job type

record and the identification of the routing record number

to be displayed will be prompted for the routing record

option. If a servergroup record is selected for user review

the program asks the user to identify the servergroup number

and then displays the record data.

For all the options the program displays error
messages if the user attempts to display data from

nonexistent records.

After record data review the user is given the

option of displaying another record for the same model. If a

negative response is entered, the user is given the option

of exiting the function, returning to the Master Menu

options or displaying another model.

The user program dialogue for displaying a routing

record is shown in Figure 4. 15.
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DISPLAY SIMULATION MODEL FUNCTION

ENTER SIMULATION NUMBER YOU WISH TO DISPLAY DATA

60

ENTER RECORD TYPE IOU WISH TO DISPLAY

1- JOB TYPE
2- ROUTING
3- SERVERGROUP

2

EN'ER JOB TYPE NUMEER

ENTER RCUTING RECORD NUMBER

3
(clear screen)

(display of function header)
SERVICE DISTRIBUTION IS : EXPONENTIAL
DISTRIBUTION PARAMETER IS : 19
QUEUEING DISCIPLINE IS : FCFS

ROUTING PROB TO I IS : 87
ROUTING FROB TO 2 IS : 0
ROUTING PROB TO 3 IS : 0
ROUTING EROB TO 4 IS : 0
ROUTING FROB TO 5 IS : 0
ROUTING FROB TO 6 IS : 0
ROUTING FROB TO 7 IS : 0
ROUTING EROB TO 8 IS : 0
ROUTING PROB TO 9 IS : 0
ROUTING FROB TO lOIS : 13

DC YOU WISH TO DISZAY MORE RECORDS ? Y/-

N

DO YCU WISH TO EXIT FUNCTION ? Y/-

Y

Figure 4.15 Example of Display Simulation fiodel Dialogue

Upon selection of this option the program execution

terminates and control returns to the system
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11. _.qpa+ina. oPt'ons..

The functions for data base record updating that are

presented by the UPrATE MENU are related to a simulation
model number already entered by the user after either

selecting the opticn "Enter New Simulation Number" or

"Update Model Specifications" from the MASTER MENU. The

Record Updating functions are explained below.

a. Add Job Type Record

Upon selection of this option the prcgram

automatically accesses the simulation model in the data base

to determinate the next available job type number for the

given simulation model and assigns that number to the job

type to be added. The program then reguests the user to
input the arrival distribution and distribution parameters,4

and priority of the job type. Input data values are echced

as they are entered, to allow the user to detect incorrect
data. The program alsc prompts for re-input of invalid data.

As the job type record data is enteted the
program displays the entries for review and asks if the user
wishes to add the job record. If the user chooses to add a
job type record which exists in the data base, the program

responds with the message

RECORD ALREADY EXISTS, NOT ADDED

otherwise the job type record is added to the data base and

the message

BECOED SUCCESSFUlY ADDED

4Ihese two parameters are not requested for closed

network models
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is displayed. If the user chooses not to add the record the

program displays

RECCID NOT ADDED

If the job type record is successful added the option of

going directly to the Add Routing Record function (see next

optiom) is provided. The program control will return to the
add job type function upon exit from the add routing record

function.

The user may add multiple job type records to a
model. At the end of every iteration of the option dialogue

the user is given the choice of exiting the function or

adding another job type to the model.The dialogue for

addition cf a job type record is illustrated in Fig 4. 16.

b. Add Routing Record

This opticn can be entered either directly from

the add job type function as explained above, or from the

update menu. When the user selects this option from the add

job type function, the routing records are automatically

added to the job type record just added. Otherwise the

program will ask the user to identify the job type number

for which routing records are to be added. If the job type

number is not found in the data base the following error

message is displayed:

ERROR THE JOB TYPE RECORD DOES NOT EXIST

If the record job type is found the program reguests the

user to input the routing parameters of servergroup number,
service distributicn, distribution parameter, gue ueing

discipline and routing probabilities.

As in the "add job type function" the input data
and the entire data record are displayed for user review.

The user is given the option of adding the routing reccrd
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ADD JOB TPE RECORD FUNCTION

SISULATION MODEL NUMBER: 60

JOP TYPE NU!BER:1

ENTER PRIORITY FOR THIS JOB TYPE:
VALID PRIORITY CODES ARE I THRU 10
1

(clear screen)

(display of function header)

(display of the job type record)

DC YOU WISH TO ALL RECORD TO THE DATA BASE ? Y/-

Y
RECORD SUCCESSFUL ADDED

DO YOU WISH TO ADD ROUTING RECORDS FOR THIS JOB TYPE?

N

DO YOU MISR TO EXIT FUNCTION ? Y/-

Y
As the model is a closed queueing network
arrival distribution type and distribution parameter
are not prompted

Figure 4.16 Add Job Type Record Dialogue

If the user chooses to add an existing routing record, the

record is not added and an error message is displayed.

At the end of the function dialogue the user has

the ottion of exiting the function or adding another routing

record to the model.

An example of the user program dialcgue for

adding a routing record with selection from the UPDATE ,ENU

is displayed in Figure 4.17.
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ADD ROUTING RECORD FUNCTION

SIMUIATION MODEl NUMBER: 60

ENTER JOB TYPE NUMBER OF ROUTING RECORDS TO BE ADDED

I
ENTER ROUTING RECORD SERVER GROUP NUMBER:

2

ENTER SERVICE RATE DISTRIBUTION: 1-DETERMINATE
2-EXPONENTIAL
3-UNIFORM

2

ENTER EXPONENTIAL rISTRIBUTION MEAN:

220

ENTER QUEUEING DISCIPLINE:
S-FIRST COME FIRST SERVED CPS)
2-LAST COME FIRST SERVED LC S)
3-NONPREMPTIVE PRIORITY NP)
4-SHORT. PROC. TIME FIRST SP F)
5-LOW. NEI.PROC.TIME FIRST LWPT)
6-PROCESSOR SHARING 1)

-7-SERVICE IN AND. ORDER S)

ENTER THE ROUTING PROBABILITY FROM SERVER GROUP 2 TO
SERVER GROUP 1: 87
SERVER GROUP 2: 0
SERVER GROUP 3: 0
SERVER GROUP 4: 0
SERVES GROUP 5: 0
SERVER GROUP 6: 0
SERVER GROUP 7: 0
SERVER GROUP 8: 0
SEIVES GROUP 9: 0
SERVER GROUP 10: 13

(clear screen)
(display of function header)

(display of the routing record)
DO YOU WISH TO ADD RECORD TO THE DATA BASE ? Y/-

Y

". RECORD SUCCESSFUL ADDED

DO YOU WISH TO EXIT FUNCTION ? Y/-
Y

- Figure 4.17 Add Routing Record Dialogue
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c. Add Servergroup Record

This option is used to add a servergroup record

to a simulation model.

Upon selection of this option the prcgram

Frompts the user for entering the number of servers for each
server group in the system and then displays the record for

user review. At this point the .user is given the optian of
adding the record to the data base. If the user chooses not

to add the record, the message:

RECORD NOT ADDED

is displayed, otherwise the program will check for the

existance of a servergroup record for that model in the 4ata

base before adding the new record. Depending on whether
there is an existing servergroup record for that model, the

record is added or not and one of the following messages is

displayed :

RECORD SUCCESSFUllY ADDED

or

RECORD ALREADY EXIST; NOT ADDED

This function is not repeated because there is
only one allowed servergroup record per simulation model,

and the user is returned to the Update Menu on entry of a

character.

An example of the user program dialogue for
adding a servergroup record is illustrated in Fig. 4.18.

d. Delete Jot Type Rerord

This option is used to delete a job type record

from the data base.

Upon selection of this option the prcgras

requests that the user input the job type number of the job

87
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ADD SERVER GROUP RECORD FUNCTION

SIMULATION MODEL NEZBER: 60

ENTER NUMBER OF SERVERS FOR

SERVER GROUP 1: 1
SERVER GROUP 2: 1
SERVER GROUP 3: 1
SERVER GROUP 4: 0
SERVER GROUP 5: 0
SERVER GROUP 6: 0
SERVER GROUP 7: 0
SEEVER GROUP 8: 0
SERVER GROUP 9: 0

(clear screen)

(display of function header)

(display of the servergroup record)

DO YOU WISH TO ADD THIS RECORD ? Y/-

Y

RECORD SUCCESSFUL ADDED

ENTER ANY CHAR TO RETURN TO UPDATE KE3U

Figure 4.18 Add Servergroup Record Dialogue

type record to be deleted. If the job type does not exist in

the data base the following message is displayed:

NC RECOED FOUND

otherwise the record is displayed and the user is given the

option of deleting it from the data base. Depending cn the

user resronse the record is deleted or not and one of the

following messages is displayed:

RECORD SUCCESSFULLY DELETED

or

RECORD NOT DELETED

I.
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It the end of the function dialogue the user has the option

of exiting function or attempting deletion of another job

type record for the same simulation model.

NARNING :

WHEN A JOB TYPE RECORD IS DELETED ALL THE ROUTING

RECORDS WHICH ARE SUBORDINATED TO THAT JOB TYPE ABE

ALSO DELETED

e. Delete Routing Record

This option is used to delete routing records of

a sizulaticn model.

Upon selection of this option the prcgraa
requests that the user input the job type number and

servergroup number to which the routing record is attached.

If either the job type record or roating record are not

found in the data base an error message is displayed,

otherwise the user is given the option of deleting the

specified record. Depending on the user option the record is

deleted or not and one of the following messages is

displayed:

RECORD SUCCESSFULLY DELETED

or

RECORD NOT DELETED

At the end of the option dialogue the user is given the

option of exiting the function or deleting another routing

record.
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f. Delete Server Group Record

This option is used to delete the server group

record from the data kase.

Upon selection of this option the program attempts to

locate the server group record in the data base. It the

record does not exist an error message is displayed,

otherwise the record is deleted and the message

RECORD SUCCESSFUIIY DELETED

is displayed. As there is only one server group record per

simulaticn model, at the end of the option dialogue user

returns to Update Menu options by entering an arbitrary

character.

g. Change Jck Type Record

This option is used to change model parameters

stored into a job tyle record.

The program first requests that the user input

the job type number of the job type record to be changed. If

the record does not exist the following message is

displayed:

CHANGE ERROR JOB TYPE NUMBER NOT FOUND

otherwise the record is displayed and the user is given the

-', cpticn of selecting the wodel parameter to be modified,

arrival distribution type, distribution parameter, or job

priority. As the user option is entered, the program prcmpts

for input data according to the model parameter selected.

When the input is complete the user has the option to select

another model parameter to be changed. If the user chooses

to modify another parameter then the menu of options for

changing of model parameters will be displayed for another

function iteration. Otherwise the entire updated job type

90
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record will be displayed for user review. At this point the

user is given the option of exiting the function or changing

another job type record. An example of the user prcgram

• . dialogue for changing a job type record is illustrated in

Fig 4.19.

h. Change Routing Reccrd

This option is used to change the sodel

parameters stored in a routing record.

The program first requests that the user input

the job type number of the job type record to which the

routing record to be changed is subordinated and then asks

the user to identify the servergroup number of the routing

record. If either the job type or routing record are not

found in the data base appropriate error messages are

* displayed, otherwise the user is given the option of

* selecting the model parameter to be changed, service

distribution, service distribution type, queueing discipline

or routing probabilities. Upon selection of the model

parameter to be changed the program prompts for entering

data according to the cption selected. When the input of new

data is complete the user has the option to change ancther

model parameter. If the user chooses to change another

*arameter, a new function iteration will be processed for

the same routing record, otherwise the routing record is

displayed and user is given the option of exiting the

function or changing another rcuting record.

an example of the user program dialogue for
* changing a routing record is illustrated in Fig 4.20.

i. Changing Server Group Record

This option is used to change the server group

record for a given simulation model.
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CHANGE JCB TYPE RECORD FUNCTION

SIFUIATICN MODEL NUMBER: 5

ENTER NUMBER OF JOE TYPE TO CHANGE:

2

SIEUIATION MODEL NUMBER: 5

JOB TYPE NUMBER: 2

ARRIVAL DISTRIBUTION IS: EXPONENTIAL

DISTRIBUTION EARAMETER IS: 50

JCB PRIORITY IS: 1

ENEE PARAMETER YCU WISH TO CHANGE
1- ARRIVAL DISTRIBUTION
2- DISTRIBUTION PARAMETER
3- JOB PRIORITY

2

ENER EXPONENTIAL EISTRIBUTION MEAN

100

DO YOU WISH TO CHANGE OTHER PARAMETER ? Y/-

N

(clear screen)

(display of function header)

SINUIATION MODEL NUMBER IS: 5

JOE TYPE NUMBER IS: 2

ARRIVAL DISTFIBUTION IS: EXPONENTIAL

DISTRIBUTION PARAMETER IS: 100

JOB PRIORITY IS: 1

DO YOU WISH TO EXI FUNCTION ? f/-

I

Figure 4.19 Changing Job Type Record Dialogue

Upon selection of this option the program

attempts to find the servergroup record in the data base. If
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CHANGE RCUTING RECORD FUNCTION

SIFUIATION MODE1 UMBER: 60

.ENTER NUMBER OF JOB TYPE:

1

ENTER NUMBER OF RCUTING RECORD TO CHANGE
1

SERVICE EISTPIBUTION IS : EXPONENTIAL
DISTRIBETION PARAMETER IS : 19
QUEUEING DISCIPLINE IS : FCFS

ROUTING EROB TO I IS : 97
ROUTING PROB TO 2 IS : 0
ROUTING EROB TO 3 IS : 0
ROUTING PROB TO 4 IS : 0
ROUTING FROB TO 5 IS : 0
ROUTING FROB TO 6 IS : 0
ROUTING FROB TO 7 IS : 0
ROUTING EROB TO 8 IS : 0
ROUTING FROB TO 9 IS : 0
ROUTING PROB TO lOIS : 13

ENTER PARAKETER YOC WISH TO CHANGE
1- SERVICE DISTRIBUTION
2- DISTRIBUTION TYPE
3- QUEUEING DISCIPLINE

ROUTING PROBABILITIES
3
ENTER QUEUEING DISCIPLINE

1-FIRST CONE FIRST SERVED (FCFS)
2-LAST COME FIRST SERVED (LCFS)
3-NONPREMPTIVE PRIORITY (lP
5-SHORT. PROC. TIME FIRST LWPT?)
5-LO. REI.PROC. TIME FIRST L WPTF
6-PROCESSOR SHARING IPSL
7-SERVICE IN RAND. ORDER ST

6
DO YOU WISH TO CHANGE OTHER PARAMETER ? Y/-

N
(clear screen)

(display of function header)

(display of the routing record)

DO YOU WISH TO EXIT FUNCTION ? Y/-

N

Figure 4.20 Change Routing Record Dialogue
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r. the record is not found an error message will be aisplayed,

-otherwise the number of servers for each servergroup will be

prompted. As these data are entered the updated servergroup

record is displayed for user review. The user is returned to

the UPDATE MENU by entry a character.

12. SUmmary 2f the Manual Contents

This CPMT user's manual was primarily designed for

the CS 4400 students at the Naval Postgraduate School. The

first section introduces the simulation program to the new

CPHT users. As the users should be confortable with the

model design before CPMT utilization, the next secticn of

the manual describes and illustrates with an example the

. design of simulation models to be run by CPHT. The last

section explains how to store and uplate model

specifications in the simulator data base, and run a

simulation. Some examples of the user program dialogue are

displayed for easier familarization with the simulator.
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-. -STIr-G ANO VAIhDATION

The objective in this chapter is to validate the CPMT

ability to simulate computer systems. To accomplish this

validation a set of testing models was run and the output

results analyzed. Tle characteristics of the testing models

*i include CFMT capabilities not analyzed by Lt Pagel [Ref. 2]

and additional enhancements implemented through this thesis

effort.

The criteria and procedures used for validation are

described in the first section, followed by a description of

* each experiment and an interpretation of the collected data.

A summary of concluEions is presented at the end of the

chapter.

1. Criteria

The overall criterion used for CPMT validation was

that the conclusions that are drawn from running a

simulation model on the simulator should be the same

concluEsions that would have been drawn from evaluating the

model in analytical form.

A random sample of 10(n) measurements of each output

.. parameter is collected from independent simulation runs.

Based on this sample, a two tailed hypothesis test is

performed or the mean value to decide whether the simulation

* results come from the same population as the analytical

* oresults.

Levels of significance of .05 and .01 were

established as acceptable accuracy bounds. As the sample is

small, it was assumed to come from a student-t distribution

*" with S (n-1) degrees cf freedom.

The null hypothesis is the following :
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where is the sample mean and is the analytical

parameter. The alternative hypothesis is :

The critical values obtained from the t-statistical table

for the levels of significance and degree of freedom

described above are listed in Table II.

TIBLE II

Critical Values from T-statistical Table

LIVEL OF CRITICAL
SIGNIFICANCE VALUE

0.05 1.833

0.01 2.821

7he sample mean is transformed to student-t distribution

by equation 5.1 , where is the analytical parameter, S the
sample standard deviation and n the sample size.

t = ( x -M.)/ (S / C) (eqn 5.1)

For a given sample the null hypothesis is rejected
if the statistic comfuted from equation 5.1 is greater than

the critical value for the level of significance being

considered. Otherwise the null hypothesis is accepted.

9
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2. . . . .. . .. .& #

a. Objective

The objective is to test the simulator behavior

for a deterministic service rate and indepeadent service

demand queueing discipline (FCFS, LCFS or SIRO). The output

parameter to be measured is the system throughput.

b. Simulaticn Model

The simulation model consists of a single server

gueueing model in which the arrival rate is exponentially

distributed and the service rate is constant (8/D/1). The

interarrival mean and service mean are 100 and 50

respectivelly. The model is to be run independently for

PCFS, LCPS and SIRO queueing disciplines.

c. Simulaticn Results

The simulation run duration was specified by the

number of jobs to be processed and the output results are

listed in Table III.

d. Analytic Fesults

The system throughput for a single server model

is equal to the arrival rate. As the interarrival mean for
the mcdel is 100 the arrival rate and throughput rate are

equal to 0.01.

e. Statistical Analysis

The mean and standard deviation of the system

throughput obtained from the samples are listed in Table IV.

The values of the statistic computed from equation 5.1 using

the mean and standard deviation listed in Table IV are
1.941, 2.395 and 2.678 for FCFS, LCFS and SIRO queueing

discirlines.As these values are less than the critical value

97
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Simulation jesuits of Test Case #

By NUMBER TFOUGHPOT RATE
# JOBS FCS LCFS SIRO

1 15000 0.0100 0.0100 0.0100
2 55000 0.0100 0.0100 0.010022000 0.D099 0.0101 0.01003 78000 0.0100 0.0099 0.0100
5 3000 0.0100 0.0099 0.0100
6 61000 0.0100 0.0099 0.0100

7 92000 0.0099 0.0100 0.0099
8 27000 0.0100 0.0100 0.0099
9 100000 0.0100 0.0099 0.0099

10 84000 0.0100 0.0099 0.0100

TABLI IV

Mean and Stdv for Test Case #1

DISCIPLINE MEAN STAND. DEV.

FCFS 0.00998 0.0000327

LCFS 0.00996 0.0000527

SIRC 0.00997 0.0000353

for the 0.01 level of significance (2.821), the null

hypothesis is accepted for all the queueing disciplines.

However as the same statistics are greater than 1.833 the

null hypothesis is rejected for all the queueing disciplines

if the 0.05 level of significance is to be considered.
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3. a u

a. Objective

The objective is to test CPHT for simulation of

multiple servers within a servergroup. The parameter to be

measured is the mean number of jobs in the system.

b. Sinulaticn Model

The simulation model consists of a B/B/2

queueing model with a mean interarrival rate of 20 and a

mean service rate of 10.

c. Siaulattcn Results

The simulation run duration was specifiel by the

number of events to be processed and the output results are

listed in table V.

TAID2 V

Simulation Results of Test Case #2

RUN NUMBER MEAN NUMBER
# EVENTS JOBS

1 25000 0.526
2 43000 0.561
3 127000 0.530

85000 0.529
178000 0.53913480 0.517

9225000 0.15
10 165 043
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d. Analytic lesults
The mean number of jobs in the system for the

M/M/2 model is described by equation 5.2 where the

utilization U is computed from equation 5.3 . The

* utilization obtained from the last equation using the mean

values of the model is 0.25. Substituting this value in

equation 5.2 we get 0.533 as the mean number of jobs in the

system.

E(R) = 2*U /(1- U2) (eqn 5.2)

U - service mean /(2 * interarrival mean) (egn 5.3)

e. Statistical Analysis

The mean and standard deviation of the number of

jobs in the system for the samples shown in Table V are :

MEAN STANDARE DEVIATION

0.535 0.016

The statistic obtained from equation 5.1 using the mean

and standard deviation listed above is 0.4. As this value is

less than the critical values from Table II (1.833 and

2.821) the null hypothesis is accepted for 0.05 and 0.01

levels of significance.

4. U&I

a. Objective

The objective of this experiment is to study the

CPHT behavior when sinulating jobs with different priorities

and served by a nonpreemptive priority queueing discipline.

The output to be measured is the mean time in systea

(response time).
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b. Simulaticn Model

The model consists of a single server gueueing

model in which arrivals and service tine occur randomly with

an exponential distribution. The workload is partitioned

into three classes of jobs. Each job type has a given

priority, mean interarrival time and mean service time, as
listed in Table VI.

Jobs are served in a nonpre-emtive priority
schedule.

TABLE VI

Characteristics of each Standard Type of Job

JCB 7YTE PRIORITY BEAN INTERARRIVAL NEAN SERVICE

1 1 200 50
2 2 500 125

3 3 2000 500

c. Simulaticn Results

The simulation run duration was specified by

simulation time and the sample of output results is listed
in Tatle VII.

d. Analytic lesults

The mean response time for all jobs and for each

job tipe for this model are taken from 3ef. 1 :p.77], and

are shown in Table VIII.
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TABLE VII

Simulatien Results of Test Case #3

RUN SIMUL MEAN TIME IN SYSTEM
* TIME ALL TYPE 1 TYPE 2 TYPE 3

1 123000 505.8 291.8 611.4 2311.8
2 155000 410.5 250.4 511.8 1623.1
3 240000 438.0 265.2 574.9 1698.3
II 483008 482.6 ~9414 597.9 1888.6
5 762000 £99.6 396:8 628.6 2038.4
6 261000 490.1 295.1 588.8 2046.1
7 943000 397.1 243.1 529.4 1423.1
8 335000 478.9 212.3 604.3 1984.7
9 433800 452.2 2.2 565.2 1785.2

10 692000 457.3 267.0 583.7 1847.0

TABLE VIII

Analytical Solutiom of Test Case #3

TYPE RESPONSE TIME

1LL 460

IYPE 1 275

TYPE 2 575

7YPE 3 1850

e. Statistical Analysis

The mean and standard deviation of response time

* for the samples are listed in Table IX.
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TAKEI II

Mea and Stdv for Test Case #3

JOB TYPE MEAN STANDARD DEVIATION

ALL JOBS 461.2 37.1

TYPE 1 275.8 19.4

TYPE 2 579.6 36.2

TYPE 3 1864.6 250.7

The statistic values computed from equation 5.1 using the

mean and standard deviatica listed in Table ZX are 0.1,

0.04, 0.40 and 0.18 for all jobs and for each job type. As

these values are less than the critical values 1.833 and

2.821 the null hypothesis is accepted for all jobs and for

each job type for O.CS and 0.01 levels of significance.

5. 7est Cqa #4

a. Objective

The objective of this experiment is to test CPMT

for simulation of closed network queueing models. The output

parameters to be measured are the server utilizations.

b. Simulation Model

The simulation model consists of a closed

queueing central server model which was already described in

detail in Chapter 4 of this thesis.

c. Simulaticn Results

The simulation run was specified by simulation

time and the output results are listed in Table X.
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SiMulation Results of Test #4

RUN SIMULATICS UTILIZATIONS
# TIME CPU HARD FlOPPY

1 133000 0.948 0.416 0.3143
2 411000 0.953 0.416 0.339
3 32ooO 0. 966 0.403 0. 347
4 127000 0.967 0.449 0.310
5 251000 0.937 0.409 0.346
6 531000 0.968 0.423 0.3143
7 301000 0.939 0.443 0.343
8 210000 0.8614 0.360 0.3140
9 4112000 0.957 0.1449 0.335
10 536000 0.9711 0.436 0.332

d. Analytic iesults

The numerical solution for the model computed by

the IBM saftvare simulation package RASQ, according to

* LAVENBERG [Ref. 1 :p.378]. estimates the following server

-* utilizations :

CPU .......... 0.95

HARD DISK..... 0.42

FLOPPY DISK... 0.33

e. Statistical Analysis

The mean and standard deviations for the server

utilizaticus obtained from the sample are listed in Table
*XI.
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TABLE 1I

lean aad Stdv for Test Case #4

SERVER MEAN STANDARD DEVIATION

CPU 0.947 0.017

HARD DISK 0.420 0.027

FLOPPY DISK 0.337 0.011

The statistics computed from equation 5.1 using
the mean and standard deviations listed in table XI are 0.57

"* , 0 and 2.23 for CPU, HARD DISK and FLOPPY DISK. As all

these values are less than the critical value for the 0.01

level of significance (2.821), the null hypothesis is
accepted for all server utilizations. For the 0.05 level of

significance, as the critical value(1.833)is less than the
statistic found for the FLOPPY DISK utilization (2.23) and

greater than the values found for CPU and HARD DISK (0.57

and 0), the null hypothesis is rejected for the first server

an4 accepted for the last two servers.
This result is not surprising because the

kranching probabilities assigned to the CPMT model were
rounded from the original model.

a. Objective

The objective of this test case is to estimate

the CPHT performance for simulation of more complex models.
.fo accomplish this estimation a hypothetical

terminal-oriented distributed computing system was modeled.

The parameters to be measured are the system throughput and

mean time in system.
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b. The System

The computer system to be modeled was adapted

from IRIVEDI [Ref. 3 :p.441]. and it is a distributed system

. vhich primarily services three s terminals (T). The system

includes four processors, a front-end (F), a communication

* processor (C), a DBMS processor (D) and the principal

element processor (P).
& single class of jobs is processed and there is

one job assigned to each terminal. The branching

probabilities are described by the matrix in Figure 5.1.

T F C D P

'7 0 1 0 0 0

F 0.8 0 0.2 0 0

C 0 0.458 0 0.333 0.209

D 0 0 1 0 0

P 0 0 1 0 0

Figure 5.1 Branching probabilities Matrix

The average think time of a terminal and the

* average service times for the processors are assumed to be

" exponential distributed with the mean values as listed in

Figure 5.2.

c. Simulaticn Model

The model consists of a closed queueing network

* with five nodes. A job spends a think time at the terminal,

traverses the subnetwork of processors and when it completes

-A mail jumber Qf terminals was simulated to facilitate
the analytical so lu tcn
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SERVER AVERAGE TIME

TERMINAL 15 sec.

PROCESSOR F 0.67 sec.

PROCESSOR C 1 sec.

PROCESSOR D 5 sec.

PROCESSOR P 5 sec.

Figure 5.2 Iverage Think and Service Times

has another think time. Each processor is modeled by a

servergroup with a single server. The set of terminals is

modeled by a servergroup with multiple servers. The CPHT

model and servergroup data form are illustrated in Figures

5.3 and 5.4.

Because the smallest time is in the 0.01 sec
range, see Fig 5.2 ,the time values are multiplied by 100

for routing record data input. As the routing protabilies

from a given servergzcup must be represented as integers and

the sum must be equal to 100, the probabilities from the

branching matrix shcn in Figure 5.1 are rounded to meet

this criterion. The job type and routing record data form

for the model are illustrated in Figure 5.5.

d. Simulaticr Results

The simulation run was specified by simulation
time and the output results & are listed in Table XII.

6Cuttut values are divided by 100 to convert to 1 sec.
ti1e uni0
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SGO SGI/0

SG4

SG 5

Figure 5. 3 Simulation Naodel of Test Case #5

Simulation Number : 99

Servergroup Number : Number of Servers:

1 3
21
31
41

6 0
7 0
8 0
9 0

Figure 5.4 Servergroup Data Form for Test Case #5
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Simulation Number : 99 Job Type Number : 1

**4,*************, JOB TYPE RECORD ************,

Arrival Dist : -

Dist Paras :

Priority : 1

*********,****, ROUTING RECORD ,*,*,,,***,,*, ,

Servergroup: 0 1 2 3 4 5 6 7 8 9

Service Dist: - 2 2 2 2 2

Dist Param : - 1500 67 100 500 500

Queue Disc : - 1 1 1 1 1

Routing To :
SG 1 10-s
SG2 -100 - 46 - -
SG - - 20 -100100
SGI -- - 33 - -
SG 5 - - - 21 - -
SG 6 . . . . . .
SG 7 . . . . . .
SG 8 .. . . . . .
SG 9 . . . . . .

Figure 5.5 Job Type and Routing Record Data Form of Test #5

e. Analytic Results

The analytic procedure used to solve the network

model was extracted from TRIVEDI [Ref. 3].

Prom the branching probabilities listed in Fig

5.1 we get the follcwing system of linear equations for

computation of relative throughputs Vi 's of the network

noles :

IT- To,* 0.8

V,= Vr +Vc* 0.458

V Vv* 0.2 + Vv +,

= * 0.333
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TIBLE XX,

Simulation Results of Test Case #5

Buy SIMULATION TRHOUGHPUT MEAN TIME
# TIME RATE IN SYSTEM

1 2981300 0.16 18.707
2 17804ICC; 016 18. 322
3 3173500 0.16 18. 211

4 234600 0.17 17.9415 1995000 .17 17. 763

6 234210C D. 16 18.401
7 3812000 0. 17 17.973

8 890000 0.17 17.883
9 5678800 - 16 18.199

10 2120000 :.17 18.074

Co.

CCC

I

.

Choosing V, u 1 and solving the system oC equations we fnd

the fcllcwing relative throughput for the remaining nodes:

V8= 1.25

V,= 0.54 6

2 = 0.182

V2= 0.110

The relative utilization of node i is given by the equation

5.4 where Vi is the relative throughpat and E(S) the servicetime.30

Substituting the service times from figure 5.2 and

throughput in eguaticn 5. we get the following relative

utilizations:
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0.83

0.545

0.90

4 0.57

* The average system throughput is given by equation 5.5 where
H is the number of terminals and C is the normalization
constant.

TROUGHGHFUT = C(NI - 1)/C(R) (egn 5.5)

* The computation of normalization constants is performed by a
recursive scheme based on the equations 5.6 ,5.7 and 5.8 ,

where c is the number of servers at node i. and Bi(k1 ) the

joint prckability of k jois at node i.

13; (60 C, I ; c'Ci I) (eqn 5.6)

(eqn 5.7)

K=O

l R*(jj(egn 5.8)

* The values obtained for C(2) and C(3) are 160.16 and 965.8.

Substituting these values in equation 5.5 we found 0.166 as
* the analytic troughput rate.
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The analytic response time is obtained from the

equation

RESPONSE TIRE = 3 / TROUGHPUT - THINK TIME

Substituting the number of terminals 3, throughput 0.166 and

think time 15 sec. in the equation above, we get 3.116 sec.

as the analytic response time. As the parameter tc be

compared is the mean tine in the system we have to add the

average think time, 15 seconds to this value to find the

analytic result which is 18. 116 sec.

f. Statistical Analysis

The sample mean and standard deviation for 7
throughput and mean time in system are listed in Table XIII

TABLE XXTX

Bean and Stdv of Test Case #5

TRCUGHPUT TINE IN SYSTEN

MEAN 0.165 18.147

STDV 0.005 0.4127

The statistics obtained from equation 5.1 using the values

of Table III are 0.625 and 0.23 for throughput and response

tine. As these statistics are less than the critical values

for the 0.01 and 0.05 levels of significance (2.821 and

1.833), the null hypothesis is accepted for both accuracy

tounds.
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7. oguln

fron the results of statistical tests performed on

the population mean for different output parameters and

simulation models we conclude that the simulation results do

not differ significantly (at 0.01 and 0.05 levels of

significance) from what would be the analytic results.

The accuracy of results could be improved by

* extending the precision of the branching probabilities to

bring them in closer correlation with the simulated systems.

The complexity of the analytic procedure which was

required to obtain numerical solution for the perfortance

parameters of the distributed sytem (Test Case #5)

illustrates the advantage of using simulation techniques for

evaluation cf computex systems.

J
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Maintenance of a software product is considered to begin

. from the time that the program becomes operational and is

primarily concerned with changes to reflect expansion of

requirements. This thesis was intended for enhancement of an

operational simulaticn program (CPMT) in areas such as

modeling capability , simulation run flexibility, processing

efficiency and user friendliness.

A new class of queueing network models, closed network,

and five additional gueueing disciplines, Last Come First

Serve, Serve in Randcm Order, Nonpreemptive Priority, Short

Processing Time First, and Weighted Short Processing Time

First were made available in the new version of CPM' to

increase the modeling flexibility. However further

enhancement could be done in this area. Extension of the

network models in order to include multiple sources and/or

sinks, and passive queues are examples of potential topics

*. for enhancement. Assumptions of the simulator design such as

- the server be always serving a job when jobs are present and

infinite capacity of the servergroups may not be true in

* some mcdel applications and therefore they can also be the

. object cf research. Finally, pre-eutive queueing disciplines

.. such as Last Come First Served Preemptive Resumed (LCFSPR)

- and Preemptive Priority (PP) are not implemented and could

be useful for modeling of some real systems.

The modified program provides alternative methods of
-" specifying the simulation run duration. Simulation time and

number of events to be processed are new options to define
the period of time a simulation is to be run.

The memory requirements of the program were
. significantly reduced by changing the space complexity of
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the algorithm for job generation. Sizable simulations can be

run in the now versicm without any system limitation.

A large number of changes was introduced in the program

operation in response to criticism of CPHT users and as

result of our intensive utilization of the program. The

evaluation of the current program user friendliness can only

be done ty further CPHT utilization.

The accuracy of the results was discussed in detail in

the last chapter and demonstrates the CPST ability to

simulate computer systems represented by open or closed

queueing network models. Further it has been demonstrated

that the time and work required for computer modeling and

* simulaticn using CPKI are relatively constants regardless of

the complexity of the simulation models to be run.

.
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